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We derive quantum theory from purely informational principles. Five elementary axioms—causality, perfect
distinguishability, ideal compression, local distinguishability, and pure conditioning—define a broad class of
theories of information processing that can be regarded as standard. One postulate—purification—singles out
quantum theory within this class.
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I. INTRODUCTION

More than 80 years after its formulation, quantum theory
is still mysterious. The theory has a solid mathematical foun-
dation, addressed by Hilbert, von Neumann, and Nordheim
in 1928 [1] and brought to completion in the monumental
work by von Neumann [2]. However, this formulation is based
on the abstract framework of Hilbert spaces and self-adjoint
operators, which, to say the least, are far from having an
intuitive physical meaning. For example, the postulate stating
that the pure states of a physical system are represented by
unit vectors in a suitable Hilbert space appears as rather
artificial: which are the physical laws that lead to this very
specific choice of mathematical representation? The problem
with the standard textbook formulations of quantum theory
is that the postulates therein impose particular mathematical
structures without providing any fundamental reason for this
choice: the mathematics of Hilbert spaces is adopted without
further questioning as a prescription that “works well” when
used as a black box to produce experimental predictions. In
a satisfactory axiomatization of quantum theory, instead, the
mathematical structures of Hilbert spaces (or C* algebras)
should emerge as consequences of physically meaningful
postulates, that is, postulates formulated exclusively in the
language of physics: this language refers to notions like
physical system, experiment, or physical process and not to
notions like Hilbert space, self-adjoint operator, or unitary
operator. Note that any serious axiomatization has to be based
on postulates that can be precisely translated in mathematical
terms. However, the point with the present status of quantum
theory is that there are postulates that have a precise mathe-
matical statement, but cannot be translated back into language
of physics. Those are the postulates that one would like to
avoid.

The need for a deeper understanding of quantum the-
ory in terms of fundamental principles was clear since
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the very beginning. Von Neumann himself expressed his
dissatisfaction with his mathematical formulation of quan-
tum theory with the surprising words “I don’t believe in
Hilbert space anymore,” reported by Birkhoff in [3]. Re-
alizing the physical relevance of the axiomatization prob-
lem, Birkhoff and von Neumann made an attempt to un-
derstand quantum theory as a new form of logic [4]:
the key idea was that propositions about the physical world
must be treated in a suitable logical framework, different from
classical logics, where the operations AND and OR are no longer
distributive. This work inaugurated the tradition of quantum
logics, which led to several attempts to axiomatize quantum
theory, notably by Mackey [5] and Jauch and Piron [6] (see
Ref. [7] for a review on the more recent progresses of quantum
logics). In general, a certain degree of technicality, mainly
related to the emphasis on infinite-dimensional systems, makes
these results far from providing a clear-cut description of
quantum theory in terms of fundamental principles. Later
Ludwig initiated an axiomatization program [8] adopting an
operational approach, where the basic notions are those of
preparation devices and measuring devices and the postulates
specify how preparations and measurements combine to give
the probabilities of experimental outcomes. However, despite
the original intent, Ludwig’s axiomatization did not succeed
in deriving Hilbert spaces from purely operational notions, as
some of the postulates still contained mathematical notions
with no operational interpretation.

More recently, the rise of quantum information science
moved the emphasis from logics to information processing.
The new field clearly showed that the mathematical principles
of quantum theory imply an enormous amount of information-
theoretic consequences, such as the no-cloning theorem [9,10],
the possibility of teleportation [11], secure key distribution
[12–14], or of factoring numbers in polynomial time [15]. The
natural question is whether the implication can be reversed: is
it possible to retrieve quantum theory from a set of purely
informational principles? Another contribution of quantum
information has been to shift the emphasis to finite dimensional
systems, which allow for a simpler treatment but still possess
all the remarkable quantum features. In a sense, the study
of finite dimensional systems allows one to decouple the

012311-11050-2947/2011/84(1)/012311(39) ©2011 American Physical Society



La teoria quantistica è una 
teoria dell’informazione

Teoria operazionale:
probabilità congiunte + connettività 

Non si tratta quindi di modificare 
la logica, bensì di estenderla

Logica ⊂ Probabilità ⊂ OPT

La teoria quantistica è un 
estensione della logica



Principi per la  
teoria quantistica

La teoria operazionale
probabilità congiunte + connettività 

sistemi

Ev
en

to

12 CHAPTER 1. THE OPERATIONAL FRAMEWORK

sample space
event
event
outcome
network
connectivity rules

1.1. Test. A test is made of the following ingredients: a) a collection of possible
outcomes; b) some input systems; c) some output systems. It will be represented in
form of a box, as follows

A
1

{A
i

}
B

1

A
2

B
2

The left wires represent the input systems, the right wires the output systems, and
{A

i

} denotes the complete collection of possible outcomes.

We will use the collection {A
i

}
i2X to denote the test itself, and we will call the set X

sample space. It is often convenient to represent just a single outcome A
i

, or, more
generally, a subset A ⇢ {A

i

} of the collection of possible outcomes, i. e. what is
called an event, as follows

A
1

A
B

1

A
2

B
2

.

The number of wires at the input and at the output can vary, and one can have also
no wire at the input and/or at the output. For example in the Stern-Gerlach test we have
a single input wire and no output wire, and we can imagine the input wire as the particle
entering the apparatus, whereas we have no output wire since there will be nothing left
after the test, apart from the "# outcome. In the case of the beam splitter the input
and the output systems will be four modes of the e. m. field with different directions,
whereas there will be no outcome. In the case of the particle interaction, the input
and output systems are indeed the input and output particles, whereas the outcomes are
particle-events that we detect.

1.2. What are the events? Events are “things” that happen—such as thunders,
lightenings, particle tracks, scintillations on a cathodic screen, or life and death.1 We
distinguish between events and outcomes to emphasize the elemental nature of the
outcomes versus the set nature of events, in the sense that events are “sets of outcomes”,
or, viceversa, you can take disjoint events as outcomes themselves. Thus, synonymous
of outcomes are also “elementary” or “simple event”, or we can stress that an events
consists of more than one outcome by naming it “compound event”. An outcome/event
can be the result of an “experiment”, but the fact that it may or may not occur, does
not necessarily brings a probabilistic connotation, for example the fact that it happens
or not may only depend on what is connected to the wires. Moreover, we remind that
we can have the case of a single event, as in the example of the beam splitter, or in the
case of an interaction between particles.

1.3. Preview of the notion of “network”. In order to understand the intimate
meaning of the notion of test/event and of its box representation, we should imagine
the test inserted in its natural environment: the network. Here the box will be actually
connected to other tests/events as in Fig. 1.1. The different letters A,B,C, . . .A [event]

A [system]

{A
i

}
i2X [test]

labeling the wires will be used to denote different “types of system”. The meaning
itself of the word “system” ultimately comes from the following connectivity rules:

1The last two examples fit very well the case of the sort of the Schrődinger cat, in the famous paradox
about quantum measurements.
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of the test {A1,A2,A3}, and, viceversa, the latter is a refinement of the former. The
complementation {{A

i

}A is the opposite event of A within test {A
i

}. The notion of
�-algebra generalizes that of Boolean algebra for continuous sample spaces X. Here, if
not otherwise stated, we will consider for simplicity only discrete sample spaces, with
the �-algebra simply given by the power set A = 2

X of X.

Note 1.1 [Test = experiment] Another word used for “test” is experiment. In Ref. [?] it is written “an ex-
periment on an object system consists in making it interact with an apparatus, which will produce one of a set
of possible outcomes, each one occurring with some probability [. . .] The logic of performing experiments
is finalized to predict results of forthcoming experiments in similar preparations.” Rényi in Ref. [?] defines
the experiment as the pair (X,A) made of the basic space X—i. e. the sample space—and of the �-algebra
of events A. Here, the experiment is simply identified with the collection of outcomes. Notice, however, that
here outcomes and events have a different connotation, which will include that of the transformation due to
the outcome. The notion of test is very general, and includes the notion of “measurement” as a special case,
corresponding to events that are “values” of a quantity.

1.2 Building up the network formally
We will now build multiple-wire boxes and the network itself following simple steps
from elementary boxes.

The starting building block is the single-system test, namely a test with a single
input system A, a single output system B, and a collection of events {A

i

}
i2X labeled

by outcomes in some set X. We will denote the test itself by its collection of events
{A

i

}
i2X, and we will represent the test by the diagram

A {A
i

}
i2X

B (1.1)

whereas a single event A
i

will be represented as

A A
i

B . (1.2)

The number of outcomes of the test will be denoted by |X|.
In the following we will make extensive use of the set of all events appearing in all

tests from A to B. Such set will be denoted by Transf(A,B). When B ⌘ A we will
simply write Transf(A). Tests with trivial input will be called preparation-tests, andTransf(A) [transformationsset]

Transf(A,B) [transformationsset2] the corresponding events will be called preparation-events. A preparation-test is what
is also generally called a “random source of quantum states”. In analogy we will adopt
for preparation-events the usual notation used for states in quantum circuits:

⇢
i

B
:=

I A
i

B (1.3)

In formulae, we will often use the “Dirac-like” notation |⇢
i

)B to denote a preparation
event of system B. We will denote by St(A) the set of preparation-events for system
A, namely St(A) := Transf(I,A).St [stateset]

Similarly, we will call tests with trivial output observation-tests, and the corre-
sponding events observation-events. For the latter we use the usual notation for mea-
surements in quantum circuits:

A a
j

:=

A A
j

I . (1.4)
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1.21. Operational probabilistic theory (OPT). An operational theory is specified
by a collection of systems, closed under parallel composition, and by a collection of
tests, closed under parallel/sequential composition and under randomization. The
operational theory is probabilistic if every test from the trivial system to the trivial
system is associated to a probability distribution of outcomes.

{ 
i

}

A

{A
j

}
B {C

l

} C

{E
n

}
D

{G
q

}E F

{D
m

}
G

H

{B
k

}
L M

{F
p

}
N

O P

Figure 1.3: A network made of tests.

Therefore an OPT provides us with the joint probabilities for all possible events in
each box for any closed network (namely which has no input and no output system)
as in Fig.1.3. Since the theory hence associates a joint probability to any or event of a
closed network, it will be convenient to represent the joint probability of events in a
closed network by the network itself, e. g.

p(i, j, k, l,m, n, p, q|circuit)

 

i

A

A
j

B C
l

C

E
n

D

G
q

E F

D
m

G

H

B
k

L M

F
p

N

O P

1.22. Joint and marginal probabilities. One is seldom interested in the full joint
probabilities, but, more often, in probabilities of the following kinds:

a) the joint probability of having events A
j

and D
m

irrespective of all other events;

b) the probability of having event D
m

conditioned on events A
j

and  
i

and irre-
spective of all other events.

How we can calculate these probabilities from the full joint probabilities? Consider
case a). To evaluate the probability “irrespectively” on an event means to substitute
such event with the union of all possible events of the test, namely, in our case to
consider the marginalizations bB = [

k

B
k

, bC = [
l

B
l

, etc., namely the probability is
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outcomes versus the set nature of events, in the sense that events are “sets of outcomes”,
or, viceversa, you can take disjoint events as outcomes themselves. Thus, synonymous
of outcomes are also “elementary” or “simple event”, or we can stress that an events
consists of more than one outcome by naming it “compound event”. An outcome/event
can be the result of an “experiment”, but the fact that it may or may not occur, does
not necessarily brings a probabilistic connotation, for example the fact that it happens
or not may only depend on what is connected to the wires. Moreover, we remind that
we can have the case of a single event, as in the example of the beam splitter, or in the
case of an interaction between particles.

1.3. Preview of the notion of “network”. In order to understand the intimate
meaning of the notion of test/event and of its box representation, we should imagine
the test inserted in its natural environment: the network. Here the box will be actually
connected to other tests/events as in Fig. 1.1. The different letters A,B,C, . . .A [event]

A [system]

{A
i

}
i2X [test]

labeling the wires will be used to denote different “types of system”. The meaning
itself of the word “system” ultimately comes from the following connectivity rules:

1The last two examples fit very well the case of the sort of the Schrődinger cat, in the famous paradox
about quantum measurements.
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opposite event
experiment
preparation-tests
preparation-events
observation-tests
observation-events

of the test {A1,A2,A3}, and, viceversa, the latter is a refinement of the former. The
complementation {{A

i

}A is the opposite event of A within test {A
i

}. The notion of
�-algebra generalizes that of Boolean algebra for continuous sample spaces X. Here, if
not otherwise stated, we will consider for simplicity only discrete sample spaces, with
the �-algebra simply given by the power set A = 2

X of X.

Note 1.1 [Test = experiment] Another word used for “test” is experiment. In Ref. [?] it is written “an ex-
periment on an object system consists in making it interact with an apparatus, which will produce one of a set
of possible outcomes, each one occurring with some probability [. . .] The logic of performing experiments
is finalized to predict results of forthcoming experiments in similar preparations.” Rényi in Ref. [?] defines
the experiment as the pair (X,A) made of the basic space X—i. e. the sample space—and of the �-algebra
of events A. Here, the experiment is simply identified with the collection of outcomes. Notice, however, that
here outcomes and events have a different connotation, which will include that of the transformation due to
the outcome. The notion of test is very general, and includes the notion of “measurement” as a special case,
corresponding to events that are “values” of a quantity.

1.2 Building up the network formally
We will now build multiple-wire boxes and the network itself following simple steps
from elementary boxes.

The starting building block is the single-system test, namely a test with a single
input system A, a single output system B, and a collection of events {A

i

}
i2X labeled

by outcomes in some set X. We will denote the test itself by its collection of events
{A

i

}
i2X, and we will represent the test by the diagram

A {A
i

}
i2X

B (1.1)

whereas a single event A
i

will be represented as

A A
i

B . (1.2)

The number of outcomes of the test will be denoted by |X|.
In the following we will make extensive use of the set of all events appearing in all

tests from A to B. Such set will be denoted by Transf(A,B). When B ⌘ A we will
simply write Transf(A). Tests with trivial input will be called preparation-tests, andTransf(A) [transformationsset]

Transf(A,B) [transformationsset2] the corresponding events will be called preparation-events. A preparation-test is what
is also generally called a “random source of quantum states”. In analogy we will adopt
for preparation-events the usual notation used for states in quantum circuits:

⇢
i

B
:=

I A
i

B (1.3)

In formulae, we will often use the “Dirac-like” notation |⇢
i

)B to denote a preparation
event of system B. We will denote by St(A) the set of preparation-events for system
A, namely St(A) := Transf(I,A).St [stateset]

Similarly, we will call tests with trivial output observation-tests, and the corre-
sponding events observation-events. For the latter we use the usual notation for mea-
surements in quantum circuits:

A a
j

:=

A A
j

I . (1.4)
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1.21. Operational probabilistic theory (OPT). An operational theory is specified
by a collection of systems, closed under parallel composition, and by a collection of
tests, closed under parallel/sequential composition and under randomization. The
operational theory is probabilistic if every test from the trivial system to the trivial
system is associated to a probability distribution of outcomes.
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B {C
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p

}
N
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Figure 1.3: A network made of tests.

Therefore an OPT provides us with the joint probabilities for all possible events in
each box for any closed network (namely which has no input and no output system)
as in Fig.1.3. Since the theory hence associates a joint probability to any or event of a
closed network, it will be convenient to represent the joint probability of events in a
closed network by the network itself, e. g.

p(i, j, k, l,m, n, p, q|circuit)

 

i

A

A
j

B C
l

C

E
n

D

G
q

E F

D
m

G

H

B
k

L M

F
p

N

O P

1.22. Joint and marginal probabilities. One is seldom interested in the full joint
probabilities, but, more often, in probabilities of the following kinds:

a) the joint probability of having events A
j

and D
m

irrespective of all other events;

b) the probability of having event D
m

conditioned on events A
j

and  
i

and irre-
spective of all other events.

How we can calculate these probabilities from the full joint probabilities? Consider
case a). To evaluate the probability “irrespectively” on an event means to substitute
such event with the union of all possible events of the test, namely, in our case to
consider the marginalizations bB = [

k

B
k

, bC = [
l

B
l

, etc., namely the probability is
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represented by the network of events
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(1.23)

On the other hand, the probability in b) can be evaluated by the rule of conditional
probabilities as follows

p(D
m

|A
j

, 
i

) =

p(A
j

,D
m

, 
i

)

p(A
j

, 
i

)

(1.24)

where
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(1.25)

and

p(A
j

, 
i

) =

 

i
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j

B
bC
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bE

D

bG
E F

bD

G

H

bB

L M

cF

N

O P

. (1.26)

We will see how the evaluation of probabilities will be greatly simplified by the causal-
ity assumption and by the use of conditional states.

1.23. Slices, preparation and observations. Two wires in a circuit are input-output
contiguous if they are the input and the output of the same box. By following a set of
contiguous wires in a circuit in the direction from the input toward the output without
leaving the circuit (i. e. by crossing the attached boxes) we draw an input-output path.
Two systems (wires) that do not belong to the same input-output path will be called
independent. A set of pairwise independent systems/wires will be called a slice. By
construction it is obvious that we can always partition a closed bounded circuit into
two parts by a slice (such slice will be called global slice), as in Fig. 1.4. Using our
composition rules Fig. 1.4 is equivalent to the sequence of a preparation event/test and
an observation event/test

( 

i

,A
j

,B
k

)

BFLP
(D

m

,F
p

,C
l

,E
n

,G
q

) (1.27)
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1.21. Operational probabilistic theory (OPT). An operational theory is specified
by a collection of systems, closed under parallel composition, and by a collection of
tests, closed under parallel/sequential composition and under randomization. The
operational theory is probabilistic if every test from the trivial system to the trivial
system is associated to a probability distribution of outcomes.
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Figure 1.3: A network made of tests.

Therefore an OPT provides us with the joint probabilities for all possible events in
each box for any closed network (namely which has no input and no output system)
as in Fig.1.3. Since the theory hence associates a joint probability to any or event of a
closed network, it will be convenient to represent the joint probability of events in a
closed network by the network itself, e. g.
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1.22. Joint and marginal probabilities. One is seldom interested in the full joint
probabilities, but, more often, in probabilities of the following kinds:

a) the joint probability of having events A
j

and D
m

irrespective of all other events;

b) the probability of having event D
m

conditioned on events A
j

and  
i

and irre-
spective of all other events.

How we can calculate these probabilities from the full joint probabilities? Consider
case a). To evaluate the probability “irrespectively” on an event means to substitute
such event with the union of all possible events of the test, namely, in our case to
consider the marginalizations bB = [

k

B
k

, bC = [
l

B
l

, etc., namely the probability is
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75 The principle

spaces of composite systems that allows to fully characterize a transformation by
running it only on its input system, without considering input entangled states with
any other additional system.

5.3 The principle

Local Discriminability Axiom: It is possible to discriminate any pair of states of
composite systems using only local measurements.

Mathematically the axiom asserts that that for every two joint states ⇢,� 2 St(AB),
with ⇢ , �, there exist e↵ects a 2 Eff(A) and b 2 Eff(B) such that the joint probabil-
ities for the two states are di↵erent, namely, in circuits

⇢

A

B , �

A

B ) ⇢

A
a

B
b
, �

A
a

B
b
. (5.3)

It is easy to see that if the two joint probabilities in Eq. (5.3) are di↵erent, then one
can design a binary test with outcomes corresponding to assessing the two states,
having error probability pE < 1/2.

Exercise 5.3.1 Show that in any convex theory, for any two di↵erent determinis-
tic states ⇢0 , ⇢1 2 St1(A) there exists a binary test {a0, a1} with probabilities
of error strictly smaller that 1/2, namely

p(1|0) = p(0|1) <
1
2
, (5.4)

with p(i| j) = p(i, j)/
P

l p(l, j) conditioned probabilities, and p(i, j) = (ai|⇢ j).

Solution

Since the states are distinct there exists at least an e↵ect a such that (a|⇢0) >
(a|⇢1). Moreover, since the theory is convex we can choose without loss of
generality (a|⇢1) � 1/2 (if a does not meet this condition, we can replace it
with the convex combination a0 = 1/2(a + e)). Now define the binary test
{a0, a1} as follows

8

>

>

<

>

>

:

a0 = qa
a1 = e � a0

q =
1

(a|⇢0) + (a|⇢1)
< 1, (5.5)

For this test one has p(1|0) = p(0|1) = (a|⇢1) /[(a|⇢0) + (a|⇢1)] < 1/2. ⌅

Exercise 5.3.1 establishes that if two states are di↵erent, then the worst-case error
probability max{p(1|0), p(0|1)} can be reduced to a value that is strictly smaller than

È possibile discriminare una qualunque 
coppia di stati di un sistema composto 
utilizzando solo osservazioni locali

Reductionism

Holism

Caratterizzazione locale delle trasformazioni

Origine del prodotto tensore sui complessi

299 Isotropic states and effects

Definition 13.8 A state  2 St(AA) is isotropic if it is invariant under all re-
versible transformationsU ⌦U⇤, namely

 

A U A

A U⇤ A
=  

A

A
8U 2 GA . (13.27)

Similarly, an e↵ect F 2 Eff(AA) is isotropic if it is invariant under all reversible
transformationsU ⌦U⇤, namely

A U A

F
A U⇤ A

=
A

FA
8U 2 GA . (13.28)

By definition, the state � is isotropic: indeed, we have

�

A U A

A U⇤ A
= �

A A

A U⌧ (U⌧)�1 A

= �

A

A
8U 2 GA .

Similarly, the e↵ect �† is isotropic: indeed, for everyU 2 GA we have

 

A A A0

D
B

= �

A

�†A
= 1 .

Since �† is the only atomic e↵ect satisfying (�†|�) = 1, the above equality implies
⇣

�†
�

�

� (U ⌦U⇤) =
⇣

�†
�

�

�—that is, �† is isotropic.
The same line of argument allows one to prove the more general statement:

Lemma 13.9 A pure state  is isotropic if and only if the corresponding e↵ect
 † is isotropic.

Now, pure isotropic states have an important property: they are all equivalent to
the state �, up to local reversible transformations.

Lemma 13.10 Every isotropic pure state  2 PurSt1(AA) is of the form

 

A

A
= �

A U A

A

for some reversible transformationU 2 GA.

Proof Since  satisfies the isotropy condition (13.27), its marginal on system A is
the invariant state �A. Hence, the states  and � are purifications of the same state.
The uniqueness of the purification then yields the desired result. ⌅

77 Reconciling holism with reductionism

We can now prove the two main theorems following from the principle of local
discriminability.

Theorem 5.1 (Product rule for composite systems) A theory satisfies
local discriminability if and only if, for every composite system AB one has

DAB = DADB. (5.6)

Proof. By Eq. (5.3), a theory satisfies local discriminability if and only if local e↵ects
a⌦b 2 Eff(AB), with a 2 Eff(A) and b 2 Eff(B), are separating for joint states St(AB).
Then, the set T := {a ⌦ b|a 2 Eff(A), b 2 Eff(B)} is a spanning set for EffR(AB).
Since the dimension of SpanR(T ) is DADB and the spaces of states and e↵ects have
the same dimension, we have DAB = DADB. Conversely, if Eq. (5.6) holds, then
the product e↵ects are a spanning set for the vector space EffR(AB), hence they are
separating, and local discriminability holds.⌅

Theorem 5.2 (Local characterization of transformations) If local dis-
criminability holds, then for any two transformations A ,A 0 2 Transf(A,A0), the
condition A ⇢ = A 0⇢ for every ⇢ 2 St(A) implies that A = A 0.
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where ⇢b is the (unnormalized) state ⇢b := (IA⌦b) . Now, suppose that A ⇢ = A 0⇢
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By local tomography, we then conclude that (A ⌦ IB) = (A 0 ⌦ IB) , for every
state  2 St(AB) and for every system B. By definition, this means that A coincides
with A 0. ⌅

Upon extending the notion of separating set from linear functionals to linear maps,
we can restate Theorem 5.2 as follows

Corollary 5.3 Local input states are separating for transformations.
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This means that even a randomized algorithm or a Monte Carlo simulation can
be run without an external random number generator, starting o↵ only with pure
states.

The three points above provide good reasons to require the pure and reversible sim-
ulatability as a fundamental property of physical processes. Since Purification gives
this as a bonus, there are at least three good reasons to be happy about it. But do
we need Purification in order to have a pure and reversible simulation? The answer
is “Yes”, because the preparation of a state is a special case of physical process—a
process with no input. Hence, if you want the pure and reversible simulatability to
hold for every process, then you also need Purification as a special case.

In the following, we will delve deeper into the consequences of purification, giving
a first illustration of how the high level reasoning from first principles can reconstruct
crucial quantum features.

6.2 The Purification Principle

Here is the precise statement of the Purification Principle:

Purification Axiom. For every system A and for every state ⇢ 2 St(A), there exists
a system B and a pure state  2 PurSt(AB) such that

⇢ A =  

A

B e
. (6.1)

If two pure states  and  0 satisfy

 0
A

B e
=  

A

B e
,

then there exists a reversible transformation U , acting only on system B, such that

 0
A

B
=  

A

B U B
. (6.2)

Here we say that  is a purification of ⇢ and that B is the purifying system. In-
formally, Eq. (6.1) guarantees that you can always find a pure state of AB that is
compatible with your limited knowledge of A alone. On top of this, Eq. (6.2) spec-
ifies that all the states of AB that are compatible with your knowledge of A are
essentially the same, up to a reversible transformation on B. We will call this prop-
erty the uniqueness of purification. Note that the two purifications in Eq. (6.2) have
the same purifying system. It is easy to generalize the statement to the case where
the purifying systems are di↵erent:
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Conseguenze
1. Esistenza di stati entangled:  
la purificazione di uno stato misto è entangled; 
il marginale di uno stato puro entangled è misto;

2. Due stati puri normalizzati di uno stesso sistema 
sono connessi da una trasformazione reversibile

3. Steering: 𝚿 purificazione di ρ. per ogni  
ensemble decomposition ρ=∑xpxαx esiste una 
misurazione {bx}, tale che

4. Process tomography (stato puro fedele)

91 Reversible transformations and twirling

Proof. Suppose that  is a pure state of AB and that its marginal on system A is
pure—call it ↵. Then, for every pure state �, the product state  0 = ↵ ⌦ � will be a
purification of ↵ 3. The uniqueness of purification, stated by Eq. (6.2), implies that
 = ↵ ⌦ U � for some reversible transformation U acting only on B. This means
that  is a product state. Hence, if a pure state is entangled, then its marginal must
be mixed. ⌅

Summarizing, we have proved that, in a theory satisfying our principles, a state is
mixed if and only if its purification is entangled. By this observation, the only theo-
ries that satisfy Purification and have no entanglement are the theories where there
are no mixed states at all. In these theories no event can be random, because random
events could be used to generate mixed states. In other words, we have proven the
implication: “Purification + no entanglement =) determinism”. This is mostly a
curiosity here, because in this book we will focus our attention to probabilistic theo-
ries where not all outcomes are determined in advance. In these theories, Purification
implies the existence of entanglement.

6.4 Reversible transformations and twirling

Purification implies not only that there are entangled states, but also that there are
“enough reversible transformations” in our theory. For example, one has the follow-
ing

Proposition 6.4 For every pair of normalized pure states  and  0 of a generic
system B there must be a reversible transformation U such that

 0 B =  B U B . (6.4)

Proof. Easy corollary of the uniqueness of purification stated by Eq. (6.2): if we erase
system A from the diagram (mathematically, if we set it to be the trivial system I),
then the uniqueness condition reads “if (e| 0) = (e| ), then there exists a reversible
transformation U such that  0 = U  ”. ⌅

The ability to transform any pure state into any other by means of reversible trans-
formations will be called transitivity, meaning that the action of the set of reversible
transformations is transitive on the set of pure states.

Transitivity, combined with the existence of entanglement, leads us straight to
the existence of entangling gates, i. e. reversible gates that transform product states
into entangled states. Another consequence of transitivity is every physical system
3 The fact that the product of two pure states is pure follows immediately from the Atomicity of Com-

position, or, with a little bit of extra work, from Local Tomography.
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perfectly distinguishable. As the result of this procedure, the composite system AC
is in the state

� =
X

x2X
px ↵x ⌦ �x . (6.9)

The state � has two important properties: First, it is an extension of ⇢, that is,

�
A

C e
= ⇢ A . (6.10)

Second, if one measures system C with the test that distinguishes among the states
{�x | x 2 X}, one can simulate the original preparation device for system A: indeed,
one has

�
A

C cx
= px ↵x A 8x 2 X , (6.11)

where c := {cx} is the observation test such that distinguishes among the states
{�x | x 2 X}. This is an interesting trick, because it allows us to replace the prepa-
ration of a random pure state with the preparation of a single state of a larger system
AC, followed by a measurement on C.

Clearly, the trick that we showed here works for every ensemble decomposition
of ⇢: given an ensemble decomposition, we can always find a suitable system C, a
state of AC, and a measurement on C such that Eq. (6.11) is satisfied. But can we
find an extension that works for every ensemble? Thanks to Purification, the answer
is a�rmative:

Proposition 6.5 (Steering) Let  2 PurSt(AB) be a purification of ⇢ 2 St(A).
Then, for every ensemble decomposition ⇢ =

P

x px↵x there exists a measurement
b = {bx}, such that

 

A

B bx

= px ↵x A 8x 2 X . (6.12)

Proof. For every ensemble {px↵x}, construct an extension � 2 St(AC) as in Eq. (6.9)
and take a purification of it, say  2 PurSt(ACD). Since  0 and  are two purifi-
cations of ⇢, the uniqueness of purification implies that there must exist a channel
C 2 Transf(B ! CD) such that  0 = (IA ⌦ C ) (cf. proposition 6.1). Using Eq.
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(6.11) we then obtain

 

A

B

C

C cx

D e

=  0

A

C cx

D e

= �
A

C cx

= px ↵x A 8x 2 X .

Defining the measurement b by bx := (cx ⌦ e)C we then have that Eq. (6.12) is
satisfied. ⌅

Choosing di↵erent measurements on system B we can “steer” the ensemble de-
composition of ⇢, in the sense that we decide which particular ensemble we want to
generate 4. This feature is quite striking when the state ⇢ has more than one ensem-
ble decomposition into pure states: in this case, we cannot say that the state before
the measurement was in an unknown pure state, because even the set of alternative
pure states in which the system could be depends on the choice of the measurement.
This fact means that we don’t have a local realistic interpretation of the ensembles
describing the state preparation.

6.6 Process tomography

Purification establishes an interesting correspondence between transformations and
states. This is easy to see: let us take a set of states {↵x | x 2 X} that span the whole
state space of system A and a set of positive probabilities {px}x2X. Then, take a pu-
rification of the mixed state ⇢ =

P

x px ↵x—say  2 PurSt(AB). Now, if two trans-
formations A and A 0 satisfy

 

A A A0

B
=  

A A 0 A0

B
,

it is clear that A must be equal to A 0, namely the correspondence A 7! (A ⌦IB)�
is injective.

Indeed, using the steering property of Eq. (6.12) we obtain

↵x A A A0 = ↵x A A 0 A0 8x 2 X ,

Since the states {↵x} span the whole state space, this also means that A ⇢ = A 0⇢ for

4 Note, however, that we cannot decide which particular state ↵x is prepared—otherwise we would
violate Causality.

95 Process tomography

(6.11) we then obtain

 

A

B

C

C cx

D e

=  0

A

C cx

D e

= �
A

C cx

= px ↵x A 8x 2 X .

Defining the measurement b by bx := (cx ⌦ e)C we then have that Eq. (6.12) is
satisfied. ⌅

Choosing di↵erent measurements on system B we can “steer” the ensemble de-
composition of ⇢, in the sense that we decide which particular ensemble we want to
generate 4. This feature is quite striking when the state ⇢ has more than one ensem-
ble decomposition into pure states: in this case, we cannot say that the state before
the measurement was in an unknown pure state, because even the set of alternative
pure states in which the system could be depends on the choice of the measurement.
This fact means that we don’t have a local realistic interpretation of the ensembles
describing the state preparation.

6.6 Process tomography

Purification establishes an interesting correspondence between transformations and
states. This is easy to see: let us take a set of states {↵x | x 2 X} that span the whole
state space of system A and a set of positive probabilities {px}x2X. Then, take a pu-
rification of the mixed state ⇢ =

P

x px ↵x—say  2 PurSt(AB). Now, if two trans-
formations A and A 0 satisfy

 

A A A0

B
=  

A A 0 A0

B
,

it is clear that A must be equal to A 0, namely the correspondence A 7! (A ⌦IB)�
is injective.

Indeed, using the steering property of Eq. (6.12) we obtain

↵x A A A0 = ↵x A A 0 A0 8x 2 X ,

Since the states {↵x} span the whole state space, this also means that A ⇢ = A 0⇢ for
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violate Causality. 5. No information without disturbance
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where � is the marginal of � on system B. Now, note that, by definition

�

A

B e

�

A e
B

=
� A

� B
,

that is, �⌦� is a purification of �⌦ �. Using Eq. (6.14) and the steering property of
proposition 6.5, we have that there exists a measurement {Bx} such that

�

A

B

Bx

�

A

B

= px  

A Ux
A

B
8x 2 X .

Since the correspondence A 7! (A ⌦IB)� is injective (see Sect. 6.6), we conclude
that

�

A

B

BxA

= px
A Ux

A 8x 2 X .

We are done: the above equation says that, if a sender performs the measurement
{Bx} on the input system and on half of the entangled state �, then the state the
input system will be transferred on the receiver’s side and will undergo a reversible
transformation depending on the outcome. Using the classical transmission line, the
sender can communicate the outcome to the receiver, who can undo the reversible
transformation by applying its inverse U �1

x . As a result of this procedure, the state
of system A has been transferred from the sender’s to the receiver’s end.

6.9 A reversible picture of an irreversible world

In a world satisfying Purification, irreversible processes can be simulated by re-
versible ones, pretty much in the same way in which the preparation of mixed states
can be simulated by the preparation of pure states. Suppose that you observe a deter-
ministic process C acting on system A. We will see now that, thanks to Purification,
the process can be simulated as

A C A =
⌘ E

U

E e
A A

, (6.15)
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the display. What is interesting, however, if that we can take a pure and reversible
simulation of the process C , and regard our test as the result of a reversible interac-
tion between the tested system A, the display B, and, possibly, an environment E. In
formula,

A Ax
A =

A

U

A

⌘
B B bx

E E e

8x 2 X , (6.18)

where E is a suitable system, ⌘ is a pure state, and U is a reversible transformation.
The proof of this fact is left to you as an exercise:

Exercise 6.10.1 Prove Eq. (6.18) and generalize it to tests with di↵erent input
and output systems. [Hint: use the result of exercise 6.9]

The cut between between the physical systems included in the description and
those that are omitted is known as von Neumann’s cut. In general, the cut can be
done in di↵erent ways: we can imagine that there are photons going from the display
to the eye of the experimenter, and, again, we can include them in the description,
adding one more system in the interaction U that gives rise to the test. Of course,
this game can go on forever: we can include into the description the experimenter
herself, and we can even include an infinite chain of experimenters, each of them
making tests on the previous one. Thanks to Eq. (6.18), we can always displace the
cut between the systems that evolve reversibly and the system that undergoes the final
measurement. Due to Purification, each experimenter can claim that she is doing a
measurement, while all the other systems evolve deterministically according to some
fundamentally reversible dynamics 5.

6.11 The state-transformation isomorphism

In a theory satisfying Purification there is a special correspondence between states
and transformations, essentially based on the idea of process tomography. The steps
to set up the correspondence are the following: for a given system A

1. take a set of pure states {↵x} that spans the whole state space
2. take a mixed state ⇢ =

P

x px ↵x , where all probabilities {px} are positive
3. take a purification of ⇢, say  2 PurSt(AB) for some purifying system B.

5 Here we carefully avoid to make any statement on how things “really” are, which would lead to the
so-called measurement problem.

8. Dilatazioni reversibili di “strumenti”

9. Isomorfismo Stati-trasformazioni

10. Le trasformazioni reversibili fanno un gruppo di Lie compatto
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